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ABSTRACT/RESUMEN 
This paper investigates the behavior  of the fuzzy set in the antecedents  of the Takagi Sugeno fuzzy model in identification 
of non linear and time variant systems. Data-driven techniques are applied by considering that measurement data are 
available. The principal question to solve in this paper is related with the representation of this kind of systems applying the 
concept of interval-valued fuzzy set. An overall model includes explicitly the nonlinear or time variant behavior of the 
system being identified by means of this concept using Takagi Sugeno fuzzy models. The determination of the nonlinear 
parameters of the antecedents is a central point in this modeling for time variant and nonlinear systems, because of the 
characteristics of these parameters. An illustrative experiment on a hybrid-tank system is conducted to present the benefits 
of the proposed approach.  
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En este trabajo se investiga el comportamiento de los conjuntos difusos en los antecedentes de un modelo difuso del tipo 
Takagi Sugeno en la identificación de sistemas no linelaes y variantes en el tiempo. Técnicas de manejo de datos son 
aplicadas considerando que las mediciones están disponibles. EL principal problema a resolver en el trabajo está 
relacionado con la representación de este tipo de sistemas aplicando el concepto de conjunto difuso de intervalo evaluado. 
Un modelo general incluye de forma explícita el comportamiento no lineal o variante en el tiempo del sistema siendo 
identificado por medio de este concepto usando modelos difusos del tipo Takagi Sugeno. La determinación de ls parámetros 
no lineales de los antecedentes es aspecto esencial en esta modelación para sistemas variantes en el tiempo y no lineales 
debido a las características de estos parámetros. Un experimento ilustrativo de un sistema de tanque híbrido es realizado 
con el objetivo de presentar el enfoque propuesto. 

 

Palabras Claves:  conjunto difuso de intervalo evaluado, identificación difusa, modelo difuso Takagi Sugeno 

 

Un modelo difuso global para sistemas no lineales usando conjuntos difusos de intervalo evaluado 

1. -INTRODUCTION 

Many real-world problems are non-linear processes that require to be represented by adapting nonlinear models capable of 
representing the process dynamics. Particularly for nonlinear dynamic systems, the conventional techniques of modeling 
and identification are difficult to implement and sometimes impracticable. Therefore, there are demand for effective 
approaches to design self-developing systems which at the same time should be flexible and robust. Recently, several 
algorithms for on-line learning with self-constructing structure have been reported by including  techniques based on fuzzy 
logic  used for modeling this kind of processes [1- 14]. Specially the Takagi-Sugeno  model (TS) [15] has  been  extensively  
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used. This model consists of if-then rules with fuzzy antecedents and mathematical functions in the consequent part. The 
task of system identification is to determine both the non-linear parameters of the antecedents and the linear parameters of 
the rules consequent. 
 
During the past few years, significant attention has been given to data-driven techniques for generation of fuzzy models. It 
is well known that fuzzy systems are universal approximators,  i.e., they can approximate any nonlinear continuous function 
to any prescribed accuracy if sufficient fuzzy rules are provided. The Takagi-Sugeno fuzzy model has become a powerful 
practical engineering tool for complex systems modeling because its capability of describing a highly nonlinear system 
using a small number of rules. Also fuzzy modeling involves structure and parameter identification.  
 
The determination of the nonlinear parameters of the antecedent is a central point in this modeling for time variant and 
nonlinear systems, because of the characteristics of these parameters.  Generally this situation  is solved using linearization. 
Some methods based on data clustering are used for the structure identification. Clustering algorithms can be divided into 
two classes, off-line and on-line. Although a great number of clustering algorithms have been proposed, the majority of 
them process the data off-line, hence, the variant structure is ignored [10]. On-line clustering algorithms should be adaptive 
in the sense that up-to-date clusters are offered at any time, taking new data items into consideration as soon as they arrive. 
For continuous on-line learning of the TS fuzzy model, some on-line clustering methods responsible for the model structure 
(rule base) learning have been developed. [12, 16,17,18].  
 
Another method besides clustering to obtain a global model is to consider the changing parameters in the antecedents. These 
parameters are changing continually. For that reason it is very important to obtain a correct determination of the 
membership function corresponding to the fuzzy sets in the antecedents. These fuzzy sets don’t take unique values. In this 
sense a formal representation of this model implies use another concept. An alternative for these classes of systems are the 
interval-valued fuzzy sets, where the membership degrees are closed subintervals of [0,1], see Fig. 1. 
 

 
Figure 1 

Interval value fuzzy set. Basic Concept 
 

In this form it’s possible to determine a fuzzy set which can represent all regions in the space state visited for the operation 
point of the non linear and time variant process. The question is how to determine the parameters of these fuzzy sets and 
what relations exist between these parameters and the process parameters characterizing non linearity and time variability. 
 
In this paper, a short application is developed in the identification of a non-linear system to explore the way to determine the 
global fuzzy set. Specially to determine the range where the antecedent fuzzy set can take values. These features make the 
approach potentially useful in adaptive control, robotics, diagnostic systems and as a tool for knowledge acquisition from 
data [12]. 
 
The rest of the paper is organized as follows. Section 2 gives a description of the TS fuzzy modeling. Section 3 gives a short 
explication of the algorithm for equation solving and simulation.  Section 4 presents the simulation results and Section 5 
draws the concluding remarks. 
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2.-TAKAGI-SUGENO FUZZY MODELING 
 
The aim of this section is to describe a computationally efficient and accurate algorithm for on-line Takagi–Sugeno (TS) 
fuzzy model generation. 
 
Our on-line dynamic fuzzy system uses the well-known Takagi–Sugeno inference engine [15]. Such fuzzy system is 
composed of N fuzzy rules indicated as follows: 
 

N,...,1i ,xa...xaa y  is Ax ...  is A x : rir1i10iiirr1i1i  thenandandif .       (1) 

Where xj, j = 1,…, r, are input variables defined over universes of discourse X., and Aij, are fuzzy sets defined by their fuzzy 
membership functions  
 

µAij: Xj[0, 1]. 
 
Considering Aij as interval-valued fuzzy set then 
 

µAij: Xj[0, 1]) 
 
where I ([0, 1]) denotes the class of all closed subintervals of [0, 1].  In the consequent parts, yi is the rule output and aij are 
scalars.  
 
For an input vector x = [x1, x2,…,xr]

T, each of the consequent functions can be expressed as follows: 
 

 TTT
ii  ,1    ,y xxxa ee  , 

   (2)

The result of inference, the output of the system y, is the weighted average of each rule output yi, computed as follows: 
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The quantitywiis the firing strength of the rule i. Equation (3) can be rewritten in the form: 
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where τi represents the normalized firing strength of the i-th rule. TS fuzzy rule-based model, as a set of local models, 
enables application of a linear LS method since this algorithm requires a model that is linear in the parameters. 
 
Finally, all fuzzy membership functions are inverted bell-shape type functions because, in practice, partitions of this type 
are recommended when Tagaki-Sugeno consequents are used [18]. Inverted bell membership functions depend on three 
parameters as given by the following expression: 

  )/)(1/(1,,,
2b

dd acxcbax   ,    (7) 
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where:  
 
c is the center of the bell (maximum value) on the xd dimension,  
a is the width of the inverted bell, and 
b is proportional to the support of the fuzzy set. 
 
If interval-valued fuzzy sets are used the result of inference changes. One needs to solve the expressions (3) and (4) where 
the operations multiplication and division must be solve with intervals and not with fixed numbers.   
 

3.-STRUCTURE IDENTIFICATION AND PARAMETERS DETERMINATION  

 
The on-line learning algorithm consists of two main parts: structure identification and parameters determination. The object 
of structure identification is to select fuzzy rules by input-output clustering. In on-line identification, there is always new 
data coming, and the parameters should be updated according to the new data.  
 
The first step is determine the numbers of input and rules. After that the linear functions in the consequent parts are created 
and updated using a linear least squares estimator. In this application the well-known method ANFIS was used.  
 
The recursive procedure for on-line learning of TS models used in this paper, includes the following stages. 

 
     1) Stage 1: Initialization of the fuzzy model. For this: 

(a) Take the first m data samples from the data set. 
(b) Determine the input variables using initial fuzzy inference systems  

              (c) Create the fuzzy model to be trained  
2) Stage 2: At the next time step reading of the next data sample. 
3) Stage 3: Recursive up-date of the model   
5) Stage 5: Up-grade of the antecedent parameters 
6) Stage 6: Calculation of the consequent parameters 
7) Stage 7: Prediction of the output for the next time step by the TS fuzzy model. 

 
The execution of the algorithm continues for the next time step from stage 2.  Stages 3 to 6 are solved using ANFIS 
technique. 
 

4.- EXPERIMENTAL RESULTS 

 
This analysis is realized on a hypothetical non-linear affine system, single input and single output, SISO, described by 
 

y(k+1)  =  y(k) / (1+y(k)^2)  +  u(k)                                                (8) 
 
Fig. 2 shows the static characteristic of the non linearity,  where it’s possible to observe the change in the behavior around 
y(k) = 1.  
 

Logically the behavior of output y depends on the operation point, that means in which zone or range is the input u. It will 
be analyzed the behavior in the following 3 zones or ranges for u: 
 
Zone 1 Input and output/     u   random in [-5.5  -4.5] 
Zone 2 Input and output/     u   random in [-0.5  +0.5] 
Zone 3 Input and output/     u   random in [+4.5  +5.5] 
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Figure 2 

The nonlinear factor 
 

 
Fig. 3 shows the different behavior for u = -5 and u = 0.5. 

 
Figure 3 

Output y(k+1) for two different input u(k) 
 

The rules obtained are presented as: 
 
If y(k-1) is A11 and y(k-2) is A21 and u(k-1) is A31  then y(k) = p10 + p11y(k-1) + p12y(k-2) + p13u(k-1) 
If y(k-1) is A11 and y(k-2) is A21 and u(k-1) is A32  then y(k) = p20 + p21y(k-1) + p22y(k-2) + p23u(k-1) 
If y(k-1) is A11 and y(k-2) is A22 and u(k-1) is A31  then y(k) = p30 + p31y(k-1) + p32y(k-2) + p33u(k-1) 
If y(k-1) is A11 and y(k-2) is A22 and u(k-1) is A32  then y(k) = p40 + p41y(k-1) + p42y(k-2) + p43u(k-1) 
If y(k-1) is A12 and y(k-2) is A21 and u(k-1) is A31  then y(k) = p50 + p51y(k-1) + p52y(k-2) + p53u(k-1) 
If y(k-1) is A12 and y(k-2) is A21 and u(k-1) is A32  then y(k) = p60 + p61y(k-1) + p62y(k-2) + p63u(k-1) 
If y(k-1) is A12 and y(k-2) is A22 and u(k-1) is A31  then y(k) = p70 + p71y(k-1) + p72y(k-2) + p73u(k-1) 
If y(k-1) is A12 and y(k-2) is A22 and u(k-1) is A32  then y(k) = p80 + p81y(k-1) + p82y(k-2) + p83u(k-1) 
 
Applying the algorithm described above for the three input zone the obtained antecedent parameters are: 
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1 2 3 1 2 3

0.5014 0.9357 0.5073 0.5014 0.9357 0.5073

2.0000 2.0000 2.0000 2.0000 2.0000 2.0000

‐5.6930 ‐0.9523 4.6787 ‐4.6903 0.9190 5.6933

0.4938 0.4990 0.4984 0.4938 0.4990 0.4984

2.0000 2.0000 2.0000 2.0000 2.0000 2.0000

‐5.4962 0.4980 4.5030 ‐4.5085 0.4999 5.4999

Parameters A11 and A21 Parameters A12 and A22

Parameter A32Parameter A31

ZONES : ZONES :

 
The results of the training and the final membership function for antecedents are shown in figures 4a) 4b) and 4c). These 
plots display error curves for both training and checking data. Logically the training error is higher than the checking error.    
 
But very important is the fact that for zone 2 both error are bigger than the error for the other two zones. The explication is 
in the accentuated non-linearity in this zone 2. 

 
Figure 4a.    

Zone 1 

 
Figure 4b.    

Zone 2 

 
Figure 4c.    

Zone 3 
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Taking only the first fuzzy set, A11, as example it’s possible to observe the variations in the value for this membership 
function. The fig. 5a shows how it’s shifting with the zone, and fig. 5b) shows how the basic parameters of this fuzzy set 
also are different.  
 
Fig. 5b) explains the possibility of applying the interval-valued fuzzy set concept for the description of nonlinear (and time 
variant) systems.  
 

 
Figure 5 

The  behavior of membership function A11 and its parameters 
5a)  Shifting with the zone 1 to zone 3 

5b) Variation in parameter of the fuzzy set 
 

4.- CONCLUSIONS 
 

This paper presented an approach for Takagi–Sugeno fuzzy model generation for a non-linear system, demonstrating the 
possibility of using interval-valued fuzzy set to represent this kind of systems. 
 
Quantitative analysis demonstrates the possibility to solve this problem without using clustering algorithms. In this paper 
only non linear SISO systems were analyzed, but this principle can also be applied to time variant and MIMO systems. 
 
The experiments show that as the parameters of the antecedent fuzzy set change, so it is possible to analyze the relation 
between these changes and the changes in the process parameters. This constitutes important further directions for research 
in this area 
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