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ABSTRACT / RESUMEN  
A common kernel used in scientific computing is the stencil computation. FPGA based heterogeneous systems has been 
used to overcome stencil algorithm performance limitations due to the memory bandwidth on CPU and GPU based 
systems. Performance improvement is achieved through the combination of several data flow optimization techniques, 
taking advantage of the FPGA inherent parallelism. However, array architectures used for some two-dimensional 
problems involves the need of considerable number of FPGAs, for mesh sizes that can be treated by a CPU or GPU 
based system with a suitable performance at a lower cost. With the development of high level synthesis tools, the 
implementation of algorithms over FPGA is performed with a better design flow than traditional logic design. In this 
case, optimization techniques are performed at software level. In this document is presented a system designed to 
evaluate the performance of a stencil computation algorithm over a SoC FPGA at hardware level. The data-path is 
designed to perform the stencil computation algorithm using a one-dimensional array of processing elements and 
registers. System performance is evaluated for the approach to the numerical solution of a heat transfer problem 
modeled with the heat equation for the one-dimensional case. The proposed architectures are implemented in a 
ZedBoard Zynq Evaluation and Development Kit using Vivado Design Suite and Xilinx SDK.  
Key words: FPGA, stencil computation, heat equation, finite differences 
La computación con esténcil es un esquema muy usado en la computación científica. Se han desarrollado sistemas 
heterogéneos basados en FPGA para superar las limitaciones debidas al ancho de banda de memoria en los sistemas 
computacionales basados en CPU o GPU. El mejoramiento del desempeño es logrado mediante el uso de varias técnicas de 
optimización del flujo de datos, tomando ventaja del paralelismo inherente de los FPGA. Sin embargo, las arquitecturas 
usadas en problemas bidimensionales involucran el uso de una cantidad considerable de FPGA, para tamaños de malla 
que pueden ser procesados en sistemas basados en CPU o GPU con un desempeño aceptable a menor costo. Con el 
desarrollo de herramientas de diseño de alto nivel, la implementación de algoritmos sobre FPGA es realizada con un mejor 
flujo de diseño que con el diseño lógico tradicional. En este caso las técnicas de optimización se desarrollan a nivel de 
software. En este documento se presenta un sistema diseñado para evaluar el desempeño de la computación con esténcil 
sobre una FPGA a nivel de hardware. El camino de datos es diseñado para el empleo de un arreglo unidimensional de 
elementos de proceso y registros para reducir el número de operaciones de transferencia de datos de memoria. El 
desempeño del sistema es evaluado para la aproximación a la solución numérica de un problema de transferencia de calor, 
modelado con la ecuación de calor para el caso unidimensional. Las arquitecturas propuestas son implementadas sobre 
una ZedBoard empleando Vivado y el Xilinx SDK. 
Palabras claves: FPGA, computación con esténcil, ecuación de calor, diferencias finitas 
Computación con esténcil para la aproximación a la solución numérica de la ecuación de calor sobre SoC FPGA 
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1. INTRODUCTION 
A common kernel used in scientific computing is the stencil computation, particularly for linear algebra algorithms, partial 
differential equations (PDE) and image processing. It is efficient for the approach to the numerical solution of PDE using 
the explicit finite difference scheme [10]. However, performance of algorithms based on stencil is limited by the difference 
between the maximum throughput and maximum bandwidth memory on multi-core CPU and GPU based systems [3]. For 
this reason, the study of stencil algorithms implementation and optimization methods has been of interest. Cache based 
optimization techniques have been developed for CPU or GPU based systems to overcome the performance limitations by 
exploiting the temporal and spatial locality, as can be found in [5, 6, 9, 11]. However, there are performance limitations that 
remain despite the use of optimization methods [3].  
For this reason, FPGA-based accelerators are used as an alternative given that these devices have shown better performance 
with lower power consumption [1, 2]. The performance improvement of the stencil computing scheme using FPGAs is 
study in [1, 3, 4, 7, 8]. FPGA based systems take advantage of the inherent parallelism for performance improvement 
through the combination of several data flow optimization techniques. For instance, grid array architectures as proposed in 
[3, 7] use streaming and pipeline to accelerate stencil computation. However, the use of such architectures involves the need 
of considerable number of FPGAs to simulate problems with mesh sizes that can be treated by a CPU or GPU with suitable 
performance at a lower cost. 
The use of FPGA based system has always represented multiple challenge from the number representations to the design 
flow complexity. The recent development of design tools has allowed overcoming many of these challenges. In [1] Schmitt 
et al. demonstrate the feasibility to deal with a stencil computation for a grid of 4096×4096 on a single FPGA using a High-
Level Synthesis (HLS) tool for system design. In this case, optimization techniques are performed at software level. 
In this work, we present a hardware level implementation and optimization of a stencil algorithm on an SoC FPGA. A 
custom IP for the programmable logic (PL) section interacts with an ARM core that acts as a host processor. System 
performance is evaluated for the approach to numerical solution of the one-dimensional heat equation over a single FPGA. 
A baseline architecture use a stencil kernel as the processing element (PE) and a control unit performs the sequence of the 
stencil algorithm. For system parallelization is developed a data-path with a one-dimensional array of processing elements 
with feedback through a registers bank, with the aim to reduce the resources utilization and memory transfer operations. 
System analysis shows the performance achieved in terms of the processing time for the stencil algorithm with four 
implemented architectures. The processing time is compared with the obtained with the sequential algorithm written in C 
running over one of the ARM CORTEX A9 core of the SoC FPGA. Problem and system description are detailed in sections 
2 and 3 respectively. Numerical results and performance analysis are presented in sections 4 and 5. Finally conclusions and 
future work are drawn in section 6. 
 

2.- PROBLEM DESCRIPTION 

Consider the PDE shown in (1). 

 డ௨
డ௧

= ߙ డమ௨
డ௫మ  ,           0 < > ݔ  (1)  ܮ

This expression represents a 1D parabolic PDE which is used to model the heat distribution over time in a bar with length L. 
Given an initial value and boundary conditions problem as shown in (2), equation solution shows the temperature variation 
in the space-time domain. 

 ቐ
,ݔ)ݑ 0) = (ݔ)݂

,0)ݑ (ݐ = 0
,ܮ)ݑ 0) = 0

 (2) 

An approach to the numerical solution of this equation is obtained using the explicit finite difference method. Defining J 
and N as the number of points for discretization in the space and time domain respectively, the approximate solution is 
obtained using (3). From this expression, a stencil kernel circuit is obtained as shown in Figure 1. 

ݑ 
ାଵ = ݑ

 + ାଵݑ൫ߙ
 − ݑ2

 + ିଵݑ
 ൯ (3) 

This kernel is used to calculate each one of the mesh points as shown in Algorithm 1. 
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Algorithm 1 
Pseudo-code for the stencil computation to obtain the approach to the numerical solution of heat equation with the explicit 
scheme.                                                                               
for n from 0 to N-1 do 

for j from 1 to J-2 do 

ݑ
ାଵ ← (1 − ݑ(ߙ2

 + ାଵݑ൫ߙ
 + ିଵݑ

 ൯ 

end for 
end for 

 

Figure 1 
Block diagram of the circuit for the implementation of the heat equation stencil operation kernel with the explicit scheme. 

In this work is presented the use of the Algorithmic State Machine (ASM) method for the logic design at Register Transfer 
Level (RTL) of a circuit that performs the stencil algorithm on a SoC FPGA. Variations of the data path are made to 
evaluate the improvement of the system performance.  
 

3.- SYSTEM DESCRIPTION 
The system is implemented in a ZedBoard Zynq Evaluation and Development Kit using Vivado Design Suite. The design 
takes advantage of the XC7Z020CLG484-1 Xilinx SoC FPGA architecture. The ZYNQ-7 processing system (PS) for the 
ARM Cortex -A9 MPCore interacts with a custom IP created for the programmable logic (PL) section. The system block 
diagram is shown in Figure 2. 
 

 

Figure 2 
Block diagram of the system implemented in Vivado. Communication between PS and PL is made through AXI4-Lite interface 
with a fixed 32data bits. 

The ARM core acts as the host processor where the main application runs. The custom IP is used to obtain the approach to 
the numerical solution of the PDE using the stencil scheme. The custom IP is fully described in VHDL. It is connected to 
the ZYNQ-7 PS in a block design over Vivado IP integrator tool. Communication between PS and PL sections is made 
through AXI4-Lite interface with fixed 32 data bits. For number representation is used a customized 32-bit floating-point 
format with rounding to the nearest. The floating-point adders and multipliers used in the stencil kernel are described as 
combinational circuits, therefore there is no output latency in terms of the system clock cycles. The control unit is a finite 
state machine that coordinates the sequence of the stencil algorithm. 
 

85 



 
 
 
 

Luis Castaño, Gustavo Osorio 
RIELAC, Vol. XXXVIII 2/2017 p. 83-93 Mayo - Agosto ISSN: 1815-5928 

The source code for the PS is written in C over Xilinx Software Development Kit (SDK). Through serial console the mesh 
size (J × N) is defined. The initial values and boundary conditions are setting and written to the RAM from the host 
application. A control signal is sent to the control unit of the custom IP to start processing the memory data. A status signal 
from control unit tells the host application that has finished the process. The results are read from the PL to the PS and 
stored in a text file on the SD card. 
A baseline architecture is designed for a sequential implementation of the stencil algorithm. To optimize the system 
performance for the implemented stencil algorithm and exploit the FPGA features, a variation of this architecture is 
proposed. 
 

3.1.- BASELINE ARCHITECTURE 

In this architecture (A1) the registers R0, R1, and R2 are connected in cascade to allow data streaming from memory. The 
term ݑ

ାଵ calculated by the stencil kernel is saved to the RAM via multiplexer. The block diagram is shown in Figure 3. 

 

Figure 3 
Block diagram of the sequential baseline architecture. The stencil kernel is used as the processing element (PE). 

The flow chart for the stencil algorithm implemented is shown in Figure 4. Operations outside the dashed line are executed 
in PS and those found within the dashed line are executed in PL. 

 

Figure 4 
Flow chart for the stencil algorithm implemented. Operations outside the dashed line are executed in PS and operations within 
the dashed line are executed in PL. The counters kj and kn are used to control the loops. The counter k a is used to address the 
RAM. 
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A performance counter is used to determine the number of clock cycles used to calculate all mesh points. This amount also 
can be calculated from the state machine sequence as shown in (4). 
 ݊ = 8(ܰ − ܬ)(1 − 1) + 2 (4) 
 

3.2.- HARDWARE LEVEL OPTIMIZATIONS 

To increase the amount of space domain points that can be processed in one clock cycle more registers and PE are used. In 
Figure 5 is shown the implementation for an 8×N mesh, with six PE and a register bank for eight data. The control unit for 
this architecture (A2) has less states due to the J terms for the time step n+1 are obtained concurrently. To keep results 
available to calculate the values for the next time step without RAM access, the PE outputs are also stored at the same time 
in the register bank through internal multiplexers. With this configuration, the algorithm inner loop is simplified. 

 

Figure 5 
Block diagram of the implementation for an 8 × N mesh with concurrent processing. 

The concurrent processing improves the algorithm performance, but data storage is still sequential given that the system has 
only one RAM. Therefore, a memory structure that allows concurrent storage is proposed as shown in Figure 6. In this 
architecture (A3) the inner loop is suppressed from the control unit sequence. 
 

 
Figure 6 

Block diagram of the implementation for an 8 × N mesh with concurrent processing and storage. 
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Although these architectures provide a better performance than the baseline architecture, the value of J is limited by the 
maximum number of PE allowed according to the FPGA physical resources. To achieve the treatment of problems 
involving larger mesh sizes in a single FPGA, the architecture shown in Figure 7 is proposed. This architecture uses the 
cascade registers as in the baseline architecture for the continuous reading of the data. In addition, a set of stencil cores and 
RAM blocks are used for data processing and storage. The arrangement of the registers, the PEs, and the RAMs, allows to 
perform the spatial and temporal sweep for handling of data dependencies. 
 

 
Figure 7 

Block diagram of the implementation for a J × N mesh. 
 

4.- NUMERICAL RESULTS 

For initial values a ramp function is generated and send from PS section. Results of the approach to the numerical solution 
of the 1D-heat equation are stored in the SD card. Data values are printed in a text file using a precision format of 15 
decimal digits. To visualize the results the mesh is plotted using GNU Octave. In Figure 8 is shown the meshes obtained 
with A4 for 256 points in the space domain and 8, 16, 32, 64, 128, and 256 iterations. 

 

Figure 8 
Approach to the numerical solution of the 1D-heat equation obtained with the implemented architecture A4 for 256 points in the 

space domain and (a) 8, (b) 16, (c) 32, (d) 64, (e) 128, and (f) 256 iterations. The plot is made using the GNU Octave mesh function. 
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The percent error with respect to CPU results for the same mesh sizes, initial values, and boundary conditions is shown in 
Figure 9. Although the error obtained until iteration 256 does not exceed 7x10-6 %, it is observed that is accumulative with 
the increase of time steps. 

 

Figure 9 
Percent error in comparison with CPU results, for the approach to the numerical solution of the 1D-heat equation obtained with 
the implemented architecture A4 for 256 points in the space domain and (a) 8, (b) 16, (c) 32, (d) 64, (e) 128, and (f) 256 iterations.  

 

5.- SYSTEM PERFORMANCE 

The processing time is measured using an internal counter enabled from control unit. The processing time in microseconds 
for 8, 16 and 32 points in the space domain and 512 iterations is shown in Table 1. The time for A3 does not vary with 
respect to number of PE given that it just depends on the number of iterations. The speed-up achieved with the parallel 
architectures (A2 and A3) is calculated in relation to the baseline architecture (A1). 

Table 1 
Processing time in microseconds obtained with the performance counter for J space points and N iterations. 

(JxN) tA1 
[μs] 

tA2 
[μs] 

tA3 
[μs] 

Speedup 
tA1/tA2 

Speedup 
tA1/tA3 

8x512 286.18 138.52 30.68 1.215 2.066 

16x512 613.22 261.64 30.68 2.344 19.987 

32x512 1267.30 671.72 30.68 1.887 41.307 
 

To determine the system performance in terms of FLOPS, it is known that the stencil scheme implemented for the PE has 
four floating-point operations. Therefore, with a 100 MHz clock the system has a peak performance of 400 MFLOPS for A1  
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and 12 GFLOPS for A2 and A3. However, considering the number of mesh points, the stencil floating-point operations and 
the processing time, the performance achieved is shown in Table 2. 

Table 2 
System performance in GFLOPS considering the number of mesh points, the stencil operations, and the processing time. 

(JxN) PA1 
[GFLOPS] 

PA2 
[GFLOPS] 

PA3 
[GFLOPS] 

8x512 0,053 0,118 0,534 

16x512 0,048 0,125 1,068 

32x512 0,046 0,097 2,136 
 

The speed-up achieved in comparison with the sequential algorithm written in C running on Linux over an Intel Xeon E5-
2667 at 2.90GHz with 32 GB of RAM is shown in Table 3. The values of tCPU are the elapsed times used by the CPU 
processor to performs the nested loop. 

Table 3 
Speedup achieved in comparison with the execution time of the algorithm written in C running on Linux over an Intel Xeon E5-
2667 at 2.90GHz with 32 GB of RAM 

(JxN) tCPU 
[μs] 

Speedup 
tCPU/tA1 

Speedup 
tCPU/tA2 

Speedup 
tCPU/tA3 

8x512 17.0 0.059 0.122 0.554 

16x512 37.5 0.061 0.143 1.222 

32x512 78.5 0.062 0.117 2.558 
 

Performance can be improved for A2 if only the results of the iteration N are stored in the RAM. The processing time in 
microseconds and the speed-up achieved without storing all mesh for 512 iterations are shown in Table 4. 

Table 4 
Processing time in microseconds and speed-up obtained without storing all mesh points for J space points and N iterations. 

 

Although the architectures A2 and A3 improve the performance, they are limited in relation to the mesh size. On the other 
hand, the architectures A1 and A4 led to handle problems up to 256 points in the space domain and 512 iterations. In Figure 
10 is shown the processing time in microseconds using A4, according to the number of iterations in function of the number 
of points in the space domain. It is observed that there is a proportional variation of the processing time both for the increase 
in the number of iterations and the number of points in the space domain. 
 

 
Figure 10 

Processing time according to the number of iterations in function of the number of points in the space domain. 
90 

(JxN) tA2 
[μs] 

Speedup 
tA1/tA2 

Speedup 
tCPU/tA2 

8x512 11.02 27.82 1.54 

16x512 11.74 57.46 3.19 

32x512 13.82 91.70 5.68 
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From these results, the speed-up achieved in comparison with the sequential algorithm written in C running over the ARM 
core al 667 MHz is calculated. In Figure 11a is shown the speed-up when is used a bi-dimensional array and all the mesh 
points are stored in the RAM. The ARM has memory limitations when the algorithm is implemented using a bi-dimensional 
array, therefore the plot presents the comparisons for the allowed mesh sizes. In Figure 11b is shown the speed-up when is 
used a vector and only the terms of the last iteration are stored in the RAM. 

 
(a) 

 
(b) 

Figure 11 
Speed-up achieved with architecture A4 in relation to the processing time over the ARM core, a) saving all the mesh points, b) 
without saving all the mesh points. 

The FPGA resources utilization respect to the PE is summarized in Table 5 for A1, A2 and A3. This report corresponds to 
implementation using 65536x32 RAM for A1 and A2 and 512x32 RAM blocks for A3. 

Table 5 
FPGA resources utilization for the approximation to the numerical solution of heat equation. 

 A1 A2 A3 

  6 PE 14 PE 30 PE 6 PE 14 PE 30 PE 

Slice LUTs / 
53200 

2461 
(4.63%) 

9381 
(17.63%) 

20131 
(37.84%) 

41953 
(78.86%) 

9212 
(17.32%) 

23244 
(43.69%) 

42600 
(80.08%) 

Slice Registers / 
106400 

1692 
(1.59%) 

1404 
(1.32%) 

1792 
(1.68%) 

2581 
(2.43%) 

1641 
(1.54%) 

2068 
(1.94%) 

3136 
(2.95%) 

F7 muxes / 
26600 

182 
(0.68%) 

142 
(0.53%) 

246 
(0.92%) 

374 
(1.41%) 

160 
(0.6%) 

2240 
(8.42%) 

256 
(0.96%) 

F8 muxes / 
13300 

27 
(0.2%) 

59 
(0.44%) 

59 
(0.44%) 

187 
(1.41%) 

0 
(0.0%) 

1056 
(7.94%) 

2/8 
(0.96%) 

Block RAM Tile / 
140 

58 
(41.43%) 

58 
(41.43%) 

58 
(41.43%) 

58 
(41.43%) 

4 
(2.86%) 

0 
(0.0%) 

16 
(11.43%) 

DSPs / 
220 

4 
(1.82%) 

24 
(10.91%) 

56 
(25.45%) 

120 
(54.55%) 

24 
(10.91%) 

26 
(25.45%) 

120 
(%54.55) 
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6.- CONCLUSIONS AND FUTURE WORK 

In this paper is presented a system designed for the approach to the numerical solution of a parabolic PDE for a 1D heat 
transfer problem with initial value and boundary conditions using the explicit finite difference method. The implementation 
is made using the SoC architecture of a XC7Z020CLG484-1 Xilinx FPGA of the ZedBoard. 
Four different architectures based in the stencil computation scheme are described. Performance analysis shows the 
improvement achieved in terms of the processing time for the stencil algorithm with the proposed architectures in relation to 
the embedded ARM processor. The speedup factor led to determine that implemented architectures offer different 
performance optimization due to the memory structure and control sequence. In all cases, the use of the registers array 
allows to take advantage of spatial and temporal locality reducing the need of memory transfer operations. 
For future work, more deep performance analysis in terms of accuracy, precision, data transfer, scalability and power 
consumption could be performed. This evaluation should allow performance comparison with CPU and GPU based 
systems. Otherwise the design of variations for the implemented architectures to address 2D heat transfer problems using 
parabolic and elliptic PDEs could be developed. In addition, the obtained results could be compared with the software 
implementation of the stencil algorithm using high level synthesis tools. 
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