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Abstract 

This article proposes a methodology for the construction and 
simultaneous evaluation of black box models for screw type 
water chillers. The estimation method used was generalized 
Least Squares. The proposed methodology is an iterative 
process and its evaluation is based on quality parameters of 
goodness of fit and statistical assumptions. Ten 
mathematical models with different levels of complexity were 

proposed. The statistical software used was Eviews 7.0. The 
selection of the models was based on the Occam's razor, 
remaining as the most feasible model is model 5 
characterized by a multiple linear regression 

Key words: chiller; black box models; linear regression. 

Resumen 

El presente artículo propone una metodología para la 
construcción y evaluación simultánea de modelos de caja 
negra para enfriadoras de agua tipo tornillo, empleando el 
método generalizado de los mínimos cuadrados. La 
metodología propuesta es un proceso iterativo y su 
evaluación se basa en parámetros de calidad de la bondad 
del ajuste y los supuestos estadísticos. Se propusieron 10 
modelos matemáticos con distintos niveles de complejidad. 

La comprobación de los modelos se efectuó empleando el 
programa estadístico Eview-7.0 la selección de los modelos 
se basó en el principio de la navaja Ockham, quedando como 
el modelo más factible es el modelo 5 caracterizado por un 
modelo de regresión lineal múltiple. 

Palabras clave: enfriadoras de agua helada; modelos 
matemáticos de caja negra; regresión lineal.
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Introduction  

The modelling of a centralized chiller system is the essential axis for the problems solution of optimization, 
design, diagnosis or prognosis of failures of these systems. Simulation involves developing mathematical models 
of the different sub-components (for example, the chiller, the pumping system, the condensation system, etc.). In 
addition, link it with the thermal dynamics of the building and the boundary conditions where the system develops, 
obtaining as a result the behaviour and/or prediction of energy parameters, system efficiency or possible 
thermodynamic states. To analyse a system in general, each of its sub-components can be considered a system 
in itself. The mathematical models of them are derived from the physical laws that govern the processes that take 
place and the state of the working substances inside and outside the limits of their operation. 

To determine in real time, the energy consumption of a chiller, three types of mathematical models can be 
used: white box models, black box models and gray box models. Due to their relative simplicity and ease to obtain 
it, black box models are the most useful in engineering. These are empirical models that only depend on the 
operation parameters of a chiller. Manufacturer data or measurements are required, both must include a wide 
range of operating conditions for these machines [1]. The black box model numerically relates the results or 
outputs with the most influential inputs. Its restriction is given in that it does not allow interpolating data that is 
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outside the range so it cannot reflect the effects of any factors whose influence was omitted in its derivation. Their 
results also do not explain in detail the physical phenomenon that technology incurs. [2] 

Black box models can be built in various ways. For example, [1,3-9] used multiple linear regression. Other 
studies conducted by [10] used the Cox regression model. Le Cam [11] used the kernel regression technique. 
Nowadays, artificial intelligence is frequently used to make these models, such as Neural Networks, for example 
the studies presented by Kusiak [12], Wei [13] and Jia [14], the Genetic Algorithm, presented by Wang [15] and 
neuro-fuzzy models through the study published by Atta [16]. Other published research used more complex 
methodologies for the preparation of these models such as self-regressive movement models [17]. Jenkins box 
models [17]. Support machines least squares vector for regression [18, 19]; among others. 

In the black box model specifically applied to the chiller, the dependent or output variable is established 
depending on the objective of the study. For example, the Operating Coefficient (COP), [6, 20]; The electrical 
power consumed by the compressor [5, 8, 9]. The rated cold power or cooling capacity, [4, 9]. Cold water outlet 
temperature or set point temperature [17], among others. Likewise, the independent or predictive variables can 
be diverse, they can be used individually or in combination. For example, Wei [13] determined electric energy 
consumption through the variables: mass flow of ice water, in and out temperature difference of the condenser 
and air enthalpy. The model constructed by Yan et al. [21] used the partial load coefficient or load ratio (PLR) and 
the water temperature at the condenser inlet. Browne [22] and Cheng [23] also added the set point temperature. 
Qiu [24] replaced the PLR with the cooling capacity. Other predictive variables that have been used in the 
construction of the model are: The compressor speed used by Romero [17], Le Cam [11] employs climatological 
variables as outdoor temperature and relative humidity and more specific information has also been used as 
hours/day. Both dependent and independent variables are derived in a curve, which employ a series of 
parameters or correlation coefficients that allow their adjustment. 

In the literature, methodologies for the construction and validation of models have been presented, for example, 
ASHRAE Guide 14 [25] displays a guide to develop regression models for buildings, as well as a set of statistical 
metrics to assess the quality of construction. Model. Wang [2] presented a methodology to evaluate the energy 
consumption of centrifugal chiller. Gunay [26] used the correlation matrix to assess the non-collinearity of the 
various variables that affect the functioning of the chillers. On the other hand, it is usual to present only a 
regression model and show only values of statistical indicators such as the correlation coefficient [R2], RMSE, 
coefficient of residuals variation, among others. However, in general, there are few articles that deal with the 
selection and validation of statistical models, the formalities that are required, or simply show the step by step for 
obtaining and selecting the regression model. The following article shows a methodology for the preparation and 
selection of mathematical models using the least square method. 

Methods and Materials 

Methodology for the construction of black box type mathematical models for chillers 

The model complexity level, the total predictor variables and regression coefficients, will depend on the data, 
as well as the results of the fit quality tests. According to Gunay [26], a consensus must be reached between the 
number of dependent variables and the correlation coefficients, in order to avoid failures or adjustments to the 
black box model. Figure 1 shows the heuristic iterative methodology for the preparation and selection of several 
mathematical models of the selected chillers. 

The methodology presented in figure 1 considers two explanatory variables. Expression 1 describes a multiple 
linear regression model, where Y is the response vector, X is the matrix of the explanatory or return variables, β 
represents the vector of the regression coefficients and ϵ is the model error as can see in expression 1 

X+=Y   (1) 

This model is adjusted or not by calculating the estimators of the model parameters using the least squares 
method. The development of a regression model is based on a group of statistical assumptions, most of them in 
relation to the disturbance term. These are expression 2 and 3 

a) Stochastic disturbances  

),......,1( niui 
 

(2) 

The mean is equal to zero  
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b) Homocedasticity. Stochastic disturbances are show in expression 4-9 
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They have the same variance. 
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Indicates that the variance does not change with the index i. Failure to comply of this assumption is called 
heterocedasticity.  

2)( uiuV 
 

(7) 

Although many statistical tests have been developed to verify the presence of homocedasticity in the regression 
models, it cannot be said that there is a definitive or always useful one. For this case, the White test [27] is applied. 
This is one of the most robust tests because it is not based on any assumption about the nature of 
heterocedasticity. The white test approach is as follows: 

22
0 :  iH

 for all i. otherwise 
:1H

 it is not verified i. 
(8) 

The realization of this contrast is based on the regression of the least squared errors, which are perturbations 
variance indicative, compared to an independent term, the regressors, their squares and their crossed products 
two to two. Thus, the auxiliary regression that allows the realization of this contrast is as follows: 

NiviRPDIFRPDIFRPDIFe tiitiittiiti ,...,1112
2
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2
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(9) 

The statistic proposed for the realization of this contrast is λ = NR2, where R2 is the determination coefficient of 
the auxiliary regression. Under the null hypothesis, this statistic is distributed asymptotically as a 2(p), where p is 
the number of variables included in the auxiliary regression, except for the independent term. If the sample value 
of the statistic is high enough that the probability of rejecting the null hypothesis being true is less than 1%, we 
will reject the null hypothesis of homocedasticity 

c) The absence of autocorrelation or serial correlation. Stochastic disturbances are mutually orthogonal  

iu and, ju  they have zero covariance. This assumption its reflects in expression 10: 

    jiuuEuEuuiEuiEuuCov jijjji  0)()()(),(  (10) 

Failure to comply of this assumption is called autocorrelation, covariance 0)( jiuuE  for some ji  . Some of the 

factors that frequently involve the presence of autocorrelation in a model are: the exclusion of the variables model 
that are necessary; the inadequate specification of the functional model form; the delays inclusion of the 
explanatory variables in the model (distributed delay models), the inclusion of the dependent variable in a delayed 
form as an explanatory variable (autoregressive models), the existence of cycles and trend in the series, 
measurement errors , the previous manipulation of the data, the spatial proximity, in some series of cross-
sectional data. To analyze the existence of self-correlation in a series. To verify the absence of autocorrelation in 
the residues of this model we will use the Breusch-Godfrey test [28]. It is an autocorrelation test on errors and 
statistical residuals in a regression model. It makes use of the errors generated in the regression model and a 
hypothesis test derived from it. The null hypothesis is that there is no serial correlation of any order of ρ. The test 
is more general than that of Durbin-Watson, which is only valid for non-stochastic regressors and to test the 
possibility of a first-order autoregressive model for regression errors. The Breusch-Godfrey test has no 
restrictions, and is statistically more powerful than the statistic d. The steps to be performed in the contrast are: 
first, estimate the original model and obtain the series of estimated residues. Second, estimate the auxiliary 
regression equation with the expression 11:  

tptptkkt eexxxe   ˆˆˆ 112211    
(11) 

Finally, when increasing the sample size, the product (np) R2, where n is the number of observations, p the 
number of error delays used in the auxiliary regression and R2 the coefficient of determination, follows a Chi-
square distribution with p degrees of freedom. The hypothesis of self-correlation will be accepted when the value 
of the statistician exceeds the critical value of the Chi-square distribution at the level of statistical significance set 

d) Normality.  

Stochastic disturbances, see expression 12: 

),......,1( niui   (12) 

Have a normal distribution as show expression 13: 

),0(~ 2
ui Nu   

(13) 

This assumption does not directly influence the properties of the estimators, but is required to develop the 
inference methods used in the validation of the model. Thus, the violation of the assumption causes the F and t 
tests and the confidence intervals to lose reliability. To analyze the normality of a variable, the Jarque - Bera [29], 
test will be used relatively simple and with direct implementation in the E-Views. The hypotheses of the Jarque 
Bera test [29], its shows in expression 14: 

NH ~u:0 NH u:0  (14) 

The test statistician is defined in the expression 15: 
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This statistician is distributed under the null hypothesis according to a chi-square distribution with two degrees 
of freedom. In its calculation p is the amount of estimated parameters, S is the so-called symmetry coefficient, 
measure, the symmetry degree of the distribution and K is the aiming point Kurtosis coefficient, the elevation of 
the distribution and the critical region takes the shape of the expression 16: 

  2

21:  XJBJBW  
(16) 

It should be taken into account, that if the available sample size is large enough, compliance with this 
assumption is no longer important.  

Fulfillment of the classical assumptions for a regression model guarantees, in particular, that the estimators 
obtained by the least squares method are unbiased, consistent and efficient. At the same time, its non-fulfillment 
can invalidate many of the results that may be derived from the analysis of the model, or even the totality of said 
analysis, that is why the verification of fulfillment of the assumptions is an important part of the study.  

Selection criteria to assess the ability to adjust models 

Once an estimated equation has been obtained, it is necessary to evaluate in some way how well the estimates 
that it produces are adjusted to the corresponding observations of the dependent variable. For this, different 
measures or statisticians have been created whose current denomination is that of fit goodness measures, which 
is justified by the purpose for which they are intended. 

 Determination coefficient (R2). It measures the variability proportion of the dependent variable Y ,  that is 
explained by the regression model, so that , it is used as a fit goodness measure. This value is obtained 
from the error squares sum (SSE) and of squares total sum (SST), from the expression 17: 

1R0,
SST

SSE
R 22 

 

(17) 

The SSE corresponds to the distances squares sum of the points from the best fit curve determined by non-
linear regression, while the SST is the distances squares sum of the points from a horizontal line corresponding 
to the measure of all the (Y) values without considering the effect of the explanatory variables (X). This 
determination coefficient fulfills with the property of always being a number between zero and one. 

 Akaike information criterion (AIC) [30]. The Akaike information criterion is a fit goodness measure of a 
statistical model. It can be said that it describes the relationship between bias and variance in the 
construction of the model, or generally speaking, about the accuracy and complexity of the model. The 
AIC is not a model test in the sense of hypothesis testing. Rather, it provides a means for comparison 
between models of a tool for model selection. Given a set of data, several candidate models can be 
classified according to their AIC. The model that has the minimum AIC is the best. From the AIC values, 
it can also be inferred that, for example, the first two models are more or less tied and the rest are much 
worse. In general, the AIC is defined as can see in expression 18: 

 ln(L)*2-2kAIC   (18) 

Where k:  It is the number of model parameters, and  Lln  It is the log-likelihood function for the statistical 

model. For smaller data sets, the cAIC second order correction applies, this it shows in expression 19: 

)ln(*2
1

**2
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(19) 

Where, (N) is the size of the data sample. When the values of (AIC) are very close, the selection of the best 
model can be made based on the calculation of the probability, known as akaike weights, and the relative 
probability, evidence relationship, through the expression 20: 

  5,0-0,5 1/e eyprobabilit , 


5.0

1

e
yprobabilitrelative  

(20) 

Where (Δ) is the difference between the AIC values 

 Root Mean Squared Error (RMSE). The RMSE is a measure that groups the variability of those factors 

that the researcher does not take into account. The variance of (n) residuals ( ie ) is represented in 

expression 21: 
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(21) 

Where, 𝑒 ¯ is the measure of n residuals that in all cases correspond to zero, (K) is the number of parameters 
estimated in the model and (SSE) is the vertical distances squares sum of the points from the regression curve 
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(residual). Once the (RMSE) corresponds to the residual variance, the models selected for their greater 
adjustment capacity are those that express the lowest value in that criterion.  

Finally, after selecting several models and the results, the model that meets the quality assumptions and 
presents a high level of correlation will be selected; the final choice will depend on the principle of parsimony that 
establishes that from the considered models the simplest must be chosen. 

Black box model for a air-cooled screw water chiller  

For the construction of the mathematical models, it is required to use operating data of the selected chillers. 
These can be real data of the machine exploitation or in the absence of them, the data offered by the 
manufacturer. For this study, the manufacturer data of an air condensed water chiller is used, with a nominal 
cooling capacity of 90.3 kW under the conditions of air temperature at the condenser inlet (Tcond) equal to 35 oC 
and set point temperature (Ts) equal to 7 oC. The operation data of the water chiller can be found in table 1. 

Table 1. Operation data of a screw type water chiller obtained from the technical catalog.  
Source: own elaboration 

CAP(kW) POT(kW) Mass flow (kg/s) COP Ts (oC) Tcond (oC) 

91 16.6 4.36 5.48 6 30 

87.1 18.1 4.17 4.81 6 35 

82.8 19.8 3.97 4.18 6 40 

78.2 21.7 3.75 3.60 6 45 

73.2 23.9 3.50 3.06 6 50 

67.8 26.3 3.25 2.58 6 55 

94.3 16.8 4.50 5.61 7 30 

90.3 18.3 4.33 4.93 7 35 

86 20 4.11 4.30 7 40 

81.2 21.9 3.89 3.71 7 45 

79.2 22.7 3.78 3.49 7 47 

76.1 24.1 3.64 3.16 7 50 

70.6 26.4 3.39 2.67 7 55 

97.6 16.9 4.67 5.78 8 30 

93.6 18.4 4.47 5.09 8 35 

89.1 20.1 4.28 4.43 8 40 

84.3 22 4.03 3.83 8 45 

79.1 24.2 3.78 3.27 8 50 

73.4 26.6 3.50 2.76 8 55 

101 17.1 4.83 5.91 9 30 

96.9 18.5 4.64 5.24 9 35 

92.4 20.2 4.42 4.57 9 40 

87.4 22.2 4.19 3.94 9 45 

82.1 24.3 3.92 3.38 9 50 

76.3 26.7 3.64 2.86 9 55 

104.4 17.2 5.00 6.07 10 30 

100.2 18.7 4.81 5.36 10 35 

95.6 20.4 4.58 4.69 10 40 

90.6 22.3 4.33 4.06 10 45 

85.1 24.5 4.08 3.47 10 50 

79.3 26.9 3.81 2.95 10 55 

107.8 17.3 5.17 6.23 11 30 

103.5 18.8 4.94 5.51 11 35 

98.9 20.5 4.72 4.82 11 40 

93.7 22.4 4.50 4.18 11 45 

88.2 24.6 4.22 3.59 11 50 

82.2 27 3.94 3.04 11 55 
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Where: CAP (kW) is the cooling capacity; POT (kW) Electric power of the chiller; mass flow (kg / s); chilled water 
at the evaporator outlet; COP: chiller operating coefficient; Ts (oC) temperature of the ice water at the evaporator 
outlet; Tcond (oC) Air temperature at the condenser inlet 
 
The mathematical model that describes the electric power (POT), it is decided that the independent variables are 
those that can be operationally modified, in addition to the implicit thermal cooling load. Finally, to achieve a non-
collinearity between the variables, the following variables show in expression 22 are used as independent 
variables: 

  )();..(,)( 2121 condret TxTxxxfkWPOT   (22) 

Where  CT o
ret  it is the return temperature of chilled water that is obtained from the expression 23: 

sret T
Cpm

CAP
T 

*
 

(23) 

In this case  CkgkJCp o/  is the heat capacity of the fluid. The different mathematical models proposed 

correspond to the theoretical analyzes performed, particularly associated with simple linear regression, 
polynomial regression, and multiple linear regression and nonlinear regression. These are shown in the table 2. 

These are shown in Table 2. Where (Y) will it be, (POT) as will 21 xx  the independent variables. 60   They 

are the regression coefficients that fit the mathematical model. 

Table 2. Mathematical black box models for the POT variables evaluation. Source: own elaboration 

No  Mathematical models types 

1 Simple linear 
regression 

110 xY    

2 210 xY    

3 Second order 
polynomial 
regression 

2
12110 xxY    

4 2
22210 xxY    

5 
Multiple linear 
regression 

22110 xxY    

6 

Nonlinear 
regression 

2
2

2
16

2
25

2
1421322110 xxxxxxxxY    

7 21322110 xxxxY    

8 2
25

2
1421322110 xxxxxxY    

9 2
2

2
122110 xxxxY    

10 2
2

2
110 xxY    

Results and Discussion 

The results of the diagnostic tests performed on the selected black box models are shown in table 4: 

Table 4. Results of the diagnostic tests to verify the quality of the selected models. Source: own elaboration 

Model 
Model adjustment capacity 

Model quality 

Diagnostic test of fulfillment of assumption (Statistician) 

R2 CME AIC T student White test Breuch-godfrey test Jaque -Bera test 

1 0,98 - - -3.57*10-14 (0.99) 0.023(0.988) 6.083(0.0478) 2.484(0.289) 

2 98,68 5,25 0,99 -2.55*10-13(0.99) 1.956(0.376) 30.756(2.096*10-7) 1.059(0.589) 

3 1,93 - - 5.485*10-13(0.99) 0.111(0.999) 6.093(0.048) 2.483(0.289) 

4 99,47 2,13 0,14 -4.024*10-12(0.99) 0.084(0.999) 32.167(1.035*10-7) 2.392(0.302) 

5 99,27 2,91 0,46 -7.822*10-14(0.99) 10.947(0.952) 29.046(4.929*10-7) 4.152(0.125) 

6 99,99 0,04 -3,69 1.732*10-8(0.99) 10.360(0.888) 0.816(0.665) 1.812(0.404) 

7 99,27 2,91 0,51 3.986*10-12(0.99) 11.585(0.171) 29.432(4.063*10-7) 4.153(0.125) 

8 99,99 0,04 -3,71 -2.212*10-11(0.99) 8.077(0.885) 0.593(0.543) 1.691(0.429) 

9 76,57 - - 1.732*10-8(0.99) 10.360(0.888) 0.816(0.665) 1.812(0.404) 

10 71,54 - - -4.788*10-13(0.99) 3.081(0.687) 4.131(0.127) 1.858(0.395) 

Note: the value in parentheses belongs to the p-value, the level of statistical significance set α = 0.05 

Taking into account that the R2 statistic takes values from 0 to 100 (expressed in absolute %), this indicates 
that some regressions do not explain an acceptable percentage of the dependent variable variance; such is the 
case of variant 1 and variant 3, and they are discarded as explanatory models. On the other hand, if you want a 
model with a high explanatory percentage, we set this acceptable value R2 above 90 %, refining the process of 
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selecting the explanatory model and removing variants 1, 3, 9 and 10. Although the latter are considered useful 
models. The highest value of R2 and the lowest value of the AIC (Akaike information criterion close to zero) is 
achieved with the second order polynomial regression model (variant 4), the multiple linear regression model 
(variant 5) and the non-linear model with multiplicative term of temperatures (variant 7), therefore, can be selected 
as suitable models for the adjustment of the data.  

A hypothesis test can be tested using the statistic or probability value (p-value). In the case of probability, it is 
compared with the significance level (α) provided that the p-value is less than α the null hypothesis is rejected. In 
the first case the null hypothesis tries to prove that; the average of the residuals is equal to zero, as can be seen 
in Table 3, the p-value corresponding to the t-student test is greater than α, so all models meet this assumption. 
For the second case, the null hypothesis (homoscedasticity) is fulfilled, for p-value values greater than α. It is 
observed how all models also fulfill with this assumption. In the case of the third assumption placed in the null 
hypothesis, the non-existence of autocorrelation when p-value is greater than α. It can be seen that models 1-5 
and 7 do not meet the assumption. The consequence of the self-correlation causes the estimators of the model 
to have no minimum variance. This can be explained by the existence of trends and cycles in the data, because 
in the study case presented, only the manufacturer's data were used, it being recommended that real data be 
used or that the number of observations be greater. However, non-fulfillment of the assumption does not prevent 
the model from being used. Finally, the fourth assumption the null hypothesis that dictates normality in the data 
for p value greater than 0.05, all the models comply with it, it is emphasized that this is an inviolable requirement 
of the regression. 

According to the results, most models non fulfill at least one assumption, except for the non-linear regression 
model 6. Compared to the rest of the models presented, it has a high AIC value, this may be an over-adjustment 
of the explained variable. In addition, the complexity that it shows, makes the model not recommended. Finally, 
the multiple linear regression model is selected (variant 5). It has an AIC close to zero and although it non fulfill 
with the assumption of residual non-self-correlation, it can be resolved by applying some remedial measures that 
are not the objective of this investigation. On the other hand, applying the principle of parsimony or the Occam's 
razor, to the models considered, it is reaffirmed as the most suitable to use in the energy simulation of this system. 

Conclusions 

In this paper a methodology for built and select a black box mathematical model based on the generalized least 
squares method has been developed to predict the performance parameters of an air-cooled water chiller system. 
The methodology requires calculating the estimators of the model parameters using manufacturer data.  then the 
generated models were evaluated by iterative process based on quality parameters of goodness of fit and 
statistical assumptions. The methodology guaranteed that the estimators obtained by the least squares method 
were unbiased, consistent and efficient and their final selection, under to the principle of parsimony or the Occam's 
razor, achieving effectiveness and simplicity in the selected model. According to the results, most models non 
fulfill at least one assumption, except for the non-linear regression model 6. Compared to the rest of the models 
presented, it has a high AIC value, this may be an over-adjustment of the explained variable. In addition, the 
complexity that it shows, makes the model not recommended. Finally, was determining that the most appropriate 
was model 5. 
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