Abstract

Positron emission tomography (PET) is one of the most important diagnostic tools in medicine, allowing three-dimensional imaging of functional processes in the body. It is based on a detection of two gamma rays with an energy of 511 keV originating from the point of annihilation of the positron emitted by a radio-labeled agent. By measuring the difference of the arrival times of both annihilation photons it is possible to localize the tracer inside the body. Gamma rays are normally detected by a scintillation detector, whose timing accuracy is limited by a photomultiplier and a scintillator. By replacing a photo sensor with a microchannel plate PMT (MCP-PMT) and a scintillator with Cherenkov radiator, it is possible to localize the interaction position to the cm level. In a pioneering experimental study with Cherenkov detectors using PbF$_2$ crystals and microchannel plate photomultiplier tubes MCP-PMT a time resolution better than 100 ps was achieved. In this work a DRS4 digital ring sampler chip was used to read out single photon output signals from two different MCP-PMTs (Hamamatsu R3809 and Burle 85001) with a sampling rate of 5×10$^9$ samples/s. The digitized waveforms were analyzed and a comparison between the two detectors timing response was made. The time resolutions achieved were (161 ± 2.21) ps and (220 ± 2.63) ps FWHM for the Hamamatsu and Burle MCP-PMT respectively. No significant variances were observed in the study of the behavior of the FWHM when both MCP-PMT were scanned.
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Introduction

Positron emission tomography (PET) is a powerful and sensitive technique in nuclear medicine, allowing three-dimensional imaging of functional processes in the body. It is based on a detection of two gamma rays with an energy of 511 keV originating from the point of annihilation of the positron emitted by a radio-labeled agent.
agent. By measuring the difference of the arrival times of both annihilation photons it is possible to localize the tracer inside the body [1]. Each registered coincident 511 keV pair is referred to as an event. The contrast of the image can be further improved by reducing the fraction of background combinations, mostly from random coincidences and from events where gamma rays scatter in the tissue. In a standard (PET), noise contributes uniformly along the line of response since the annihilation point position along this line is not known. This location can be determined by measuring the time difference between the times when two gamma rays were detected, but this requires considerable timing precision. If we want to determine the annihilation point position with and accuracy of 1 cm, we have to measure the time difference with an accuracy of 66 ps. Currently, the best accuracy for the (TOF-PET) is between 300 and 400 ps, which significantly improves the contrast in the large objects imaging [2]. The scintillator crystal requires about 100 ps to reach a maximum light output and then, decreases exponentially with a decay time of 10 ns. With a state of fast light sensors and read-out electronics, the main limitation in time resolution is given by the response time of the scintillator. With such a timing, it is necessary to detect a very large number of photons for a time resolution better than 100 ps.

The search for new materials and mechanisms of light emission is one possible direction for improvement, being followed in particular by several strong research groups in Europe [3]. To significantly improve time resolution of detecting gamma rays in a (PET) device it is necessary to explore new ways of light production, in which as soon as the gamma ray interacts in the detector, the photons are emitted. One possibility is to use Cherenkov light emitted by electrons moving in a material with velocities exceeding the speed of light in the material. Such fast electrons are produced in the interaction of gamma ray through the Photoelectric Effect or Cherenkov light emitted by electrons moving in a material. Due to the large atomic number of lead, the probability of Photoelectric Effect increase and therefore the probability that all gamma ray energy be absorbed in a single interaction with matter. The main problem was the low detection efficiency for annihilation gamma rays as a result of the small number of emitted Cherenkov photons and the relatively low efficiency of photo-sensors. To use this method in a (PET) device the efficiency of gamma ray detection needs to be improved because just few Cherenkov photons are emitted per interaction. It is necessary a photo sensor with a good time resolution and a high efficiency detecting individual photon [5]. In addition to the (MCP-PMT) discussed above, a Silicon Photomultiplier (SiPM) is also suitable as a sensor. It has a considerably better detection efficiency and also a relatively large dark count rate, that needs to be reduced by cooling [6]. The Burle MCP-PMT performed very well as a single photon detector although the number of photons per track is still too small. There are two possible improvements according to the producer, namely the increase of active area up to 85 %, and the increase of the photoelectron collection efficiency from 60 % to 70 % [7].

In this work a DRS4 digital ring sampler chip [8, 9] was used to read out single photon output signals from two different MCP-PMTs (Hamamatsu R3809 and Burle 85001). The digitized waveforms were analyzed and a comparison between the two MCP-PMTs timing response was made. This paper is organized as follows: Section 2 describes the materials and methods, Section 3 deals with the discussion of the results and Section 4 shows the conclusions. The main objective of this work is to study experimentally the time response for two MCP-PMTs in addition to analyzing if there are significant variances for the FWHM over their active zone.

Materials and methods

In our experiment, two MCP-PMTs (Hamamatsu R3809 and Burle 85001), were operated at 3200 V and 2350 V respectively. We are using a setup (figure 1a) in which we have a picosecond PiLas laser with blue (406nm) head. The laser light was first attenuated by neutral density filters and guided into light tight box along the optical fiber, with the far end attached to a computer controlled stage. The repetition rate of light pulses used as a trigger signal was 1kHz. In our experimental setup, the signal is also attenuated before being amplified by an Ortec FTA820. The pulse from the detector should be pre-amplified in order to achieve better performance using digital timing method [7]. The MCP-PMTs are mounted (figure 1b) in such a way that allows moving the laser incidence position from one MCP-PMT to the other one without changing the MCP-PMT position. The DRS4 chip used it is basically equivalent to a four channel 5×10⁶ samples/s digital oscilloscope. For each channel the analog waveforms are stored with a sampling speed up to 5×10⁶ samples/s in a ring buffer composed by 1024 sampling cells (capacitors). After all the waveforms signal processing steps were completed, the Constant Fraction time is calculated using the following expressions:

\[ \Delta C_f(\text{Channel}) = C_f(\text{Channel}) - C_f(\text{TriggerSignal}) \]

\[ C_f(\text{Channel}) = t_i + \frac{t_i - t_f}{Y_f - Y_i} (Y_f - Y_i) \]

where \( t_i \) : is the time sample after the Threshold and before a certain definite value (Cfrac) fixed at 40 % of the maximum voltage of the signal in each sample. \( t_f \) is the time sample after a (Cfrac), and \( Y_f, Y_i \) are the digitized voltage sample before, during and after the (Cfrac). The algorithm used for calculating the Constant Fraction time is shown in figure 2. It also shown how the digitized signal looks like.
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For the (Cfra) different cut-off values between 10 and 80 % were tested before selecting the fixed value of 40 % due to the shape of the distribution obtained, the FWHM and the maximum number of counts in the main peak. All the results that will be presented in the next section use the method shown in figure 2 taking into account two consecutive points for the calculation of the Constant Fraction time and fixing during the analysis the (Cfrac) at 40 % of the maximum voltage of the signal in each sample.

Results

With the aim of describing in the best way the shape obtained for the Constant Fraction time distribution, different fitting functions were tested and it was decided to use three Gaussian owing to the fact that it offers a reliable value for the full-width-half-maximum (FWHM) and a better description of the entire distribution not only of the main peak. Different ways to calculate the FWHM, were tested being considered the dependent one of the fitting functions the most appropriate. Figure 3a and figure 3b show for each MCP-PMTs the obtained shape of the Constant Fraction time distribution and the FWHM of (161 ± 2.21) ps and (220 ± 2.63) ps for the Hamamatsu and Burle MCP-PMT respectively.

The FWHM is dependent in each case from the fitting functions. In order to evaluate how the time response changes over the surface, a 1-D scan (359.5 μm each
step) was measured of the MCP-PMT. Figures 4-5 show the results obtained for each case. The scans for the Burle MCP-PMT (100 steps, approximately 3.6 cm) were made on the (X-axis) and for the Hamamatsu MCP-PMT (45 steps, 1.6 cm) on the (Y-axis). A Constant Fraction time distribution with a million of events for each step reduces the statistical error. For the case of Burle MCP-PMT the FWHM stays above 200 ps and for the Hamamatsu MCP-PMT the FWHM is above 150 ps and less than 200 ps.

Figure 4. Channel1-Channel3 (two neighboring channels in the direction of the scan) scan for MCP-PMT.
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The measured FWHM is mostly constant over the active surface (from approximately 0.6 - 1.7 cm and from 1.8 - 3 cm in figure 4; from approximately 0 - 1.2 cm in figure 5). When the laser illumination falls outside of the active surface of the MCP-PMT, the fit does not converge. The scan across the upper two channels for the Burle MCP-PMT reports the same results of the scan across the lower two ones. The standard deviation for the FWHM over the active surface was 2.92 ps for Hamamatsu and 4.82 ps for Burle Channel 1, 4.62 ps for Burle Channel 3. It can be said that the FWHM does not vary substantially over the MCP-PMT active surface.

Figure 5. Hamamatsu MCP-PMT scanner (Y-axis).
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**Conclusions**

In this work two different MCP-PMTs (Hamamatsu R3809 and Burle 85001) were studied using a digital ring sampler chip DRS4 to read out single photon output signals. After the waveforms were digitized and analyzed the best time resolutions achieved were (161 ± 2.21) ps and (220 ± 2.63) ps FWHM for the Hamamatsu and Burle MCP-PMT respectively. No significant variances were observed for the FWHM over the active surface of the MCP-PMTs. With these results using a DRS4 the FWHM is limited to (160 - 220) ps. It is necessary a more suitable compromise between efficiency and the FWHM time resolution for the MCP-PMTs before studying with $^{22}$Na source different Cherenkov crystal materials as (PbF$_2$, PWO, and lead glass) using gamma rays with an energy of 511 keV originating from the point of annihilation.
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